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Locating Performance Regression Root Causes
in the Field Operations of Web-based Systems:

An Experience Report
Lizhi Liao, Jinfu Chen, Heng Li, Yi Zeng, Weiyi Shang, Catalin Sporea, Andrei Toma, Sarah Sajedi

Abstract—Software developers usually rely on in-house performance testing to detect performance regressions and locate their root
causes. Such performance testing is typically resource and time-consuming, making it impractical to conduct when the software is
delivered in fast-paced release cycles. On the other hand, the operational data generated in the field environment provides rich
information about the performance of a software system and its runtime activities. Therefore, this work explores the idea of leveraging
the readily-available field operational data to locate the root causes of performance regression instead of running expensive
performance tests. However, due to the ever-changing workloads from the end users and the noise from the field, directly analyzing
performance metrics such as response time of the system may not be able to help locate the root causes of performance regressions.
In this paper, we report our experience of designing and adopting an approach that automatically locates the root causes of
performance regressions while the software systems are deployed and running in the field. First, our approach uses black-box
performance models to capture the relationship between the performance of a system and its runtime activities. Then, our approach
analyzes the performance models and uses statistical techniques to suggest the problematic system runtime activities (i.e., the root
causes) that are related to a performance regression. Our evaluation considered three open-source projects and one industrial
product. In the three open-source systems, we find that our approach can successfully locate the root causes of all arbitrarily injected
synthetic performance regressions. Our approach has successfully detected and located the root causes of three performance
regressions in an industry system and it has been adopted by our industrial partner and used in practice on a daily basis over a
12-month period. In addition, we share the challenges that we encountered during the design and adoption of our approach, how we
address those challenges, and the lessons that we learned during the process. We believe that our novel approach together with our
documented experience can benefit practitioners and researchers who wish to leverage the field-operation data of a software system to
conduct performance assurance activities.

Index Terms—performance regression, performance regression root causes, field testing, experience report, industry case study.
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1 INTRODUCTION

Large-scale software systems, such as web-based systems
like Facebook and Google, have become an indispensable
part of people’s daily lives. Driven by the need for pro-
viding uninterrupted services to millions or even billions
of users around the world, such systems usually need
to meet stringent performance requirements. Performance-
related problems in such systems often result in financial
losses [3, 32, 52, 89]. For example, it is estimated that
adding merely one more second to load an Amazon.com
page could cost the company as much as $1.6 billion in
its annual revenue [1]. Therefore, performance assurance
activities (e.g., performance testing) are a crucial step to
avoid performance regressions (i.e., when a new version
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of the system has worse performance than the previous
versions). For example, Mozilla has a policy that requires all
performance regressions to be reported and resolved [13].

Software practitioners typically conduct in-house perfor-
mance testing prior to the deployment of every new release
of a software system, in order to ensure that potential per-
formance regressions are detected [62, 97]. If a performance
regression is detected, the results from the performance
testing can provide useful information to guide developers’
efforts in identifying and fixing the root causes [58]. How-
ever, performance testing is usually very costly, requiring
expensive resources, complex environment configuration,
and excessive execution time [39, 62]. More and more soft-
ware systems are delivered along fast-paced release cycles
(e.g., a new version is released every few hours) [60, 66].
Hence, it is often challenging, if not infeasible, to detect and
locate the root causes of performance regressions through
traditional in-house performance testing.

Prior research in software performance often utilizes
statistical techniques (e.g., control charts) to compare and
analyze the load testing results (e.g., performance metrics)
to detect performance regressions and locate the corre-
sponding root causes [23, 72, 81, 91]. In addition to load
tests, unit tests are also leveraged in prior studies [37, 58, 70]
to locate performance regression root causes. However, load
testing usually requires extensive resources and a long time
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to execute, while unit tests cannot take the impact of large
and varying workloads into consideration. On the other
hand, there is also prior research that directly uses field data.
Nevertheless, their located root causes are often coarse-
grained (e.g., only at service level) [24, 61, 78, 99], or only
target specific performance regression patterns [24].

In this paper, we share our experience of leveraging
field-operation data to automatically locate the root causes
of performance regressions in a large-scale industrial soft-
ware system. In particular, instead of running the costly
and time-consuming performance tests in a short release
cycle (e.g., two weeks), the performance of the system is
monitored and directly evaluated during the field operation
of the system (i.e., when end users are using the service
delivered by the system). Such an automated approach can
complement or even replace typical in-house performance
testing when testing resources are limited (e.g., in an agile
environment) or when field workloads are difficult to be
reproduced in the testing environment. Performance regres-
sions are detected by comparing the performance of the new
release with the old release (e.g., in A/B testing [100] or
canary releasing [2] manner). Specifically, when a new ver-
sion is released, we build performance models that capture
the relationship between the performance of the system and
the system’s runtime activities that are recorded in the web-
access logs of the system. We then analyze the difference
between the new performance model and the performance
model from the previous release, to identify the system
activities that contribute to such difference. The identified
system activities are considered as the root causes of the
performance regressions.

The evaluation of our approach is conducted on both
open-source and industrial projects. We apply our approach
on three open-source projects (i.e., TeaStore, OpenMRS, and
CloudStore), with arbitrarily injecting synthetic performance
regressions to different locations in these projects. Our re-
sults show that our approach can effectively locate the root
causes of the injected ones in the open-source systems. In
addition, our approach has been adopted by an industrial
software system (i.e., ES), and used on a daily basis while
successfully detecting and locating the root causes of real-
life performance regressions. We discuss the challenges that
we encountered during the design and adoption of our
approach in an industrial environment. For each challenge,
we share our solution to address the challenge and what
we learned in the process. We believe that our experience
and learned lessons can assist software practitioners and re-
searchers in leveraging field-operation data in performance
assurance activities.

The main contributions of this paper are:
• We propose an approach that can automatically locate

the root causes of performance regressions without the
need for resource and time-consuming performance
testing.

• Our experimental results show that we can adopt black-
box machine learning models to assist developers in
identifying and fixing the root causes of performance
regressions.

• We share the challenges and lessons learned from the
successful adoption of our approach in industry, which
can provide insights for researchers and practitioners

who are interested in locating the root causes of perfor-
mance regressions using the field-operation data.

The remainder of the paper is organized as follows. Sec-
tion 2 introduces the background of locating performance
regression root causes for an industrial system. Section 3
surveys prior research related to this paper. The challenges
and corresponding solutions are discussed in Section 4.
Section 5 outlines our approach for locating performance
regression root causes in the field. Section 6 and Section 7
respectively present our results of applying our approach
on three open-source subject systems and a large-scale
industrial system. Section 8 summarizes the lessons that
we learned from the addressing the faced challenges and
successful adoption of our approach. Section 9 discusses the
threats to the validity of our findings. Finally, Section 10
concludes the paper.

2 MOTIVATIONAL BACKGROUND FROM INDUS-
TRIAL PARTNER

The ES system. ES1 is a commercial software system that
provides government-regulation (e.g., Regulations 29 CFR
19102) related reporting services. ES is the market leader
of its domain and its service is widely used by enterprises
around the world. In addition, the system has over ten years
of history with more than two million lines of code that
are based on Microsoft .Net. It is developed and operated
by a global company with a development team of 20 to
30 software engineers. ES is deployed on Microsoft Azure
and operated by the internal operation team within the
company. Due to a Non-Disclosure Agreement (NDA), we
cannot reveal additional details about the hardware envi-
ronment and the usage scenarios of ES.

Due to the importance of the service, the stakeholders
of ES take its performance as a critical matter. In partic-
ular, the stakeholders of ES would like to be aware of
any performance regressions that are introduced in a new
release of the system. On the other hand, the development
and maintenance of ES follow an agile process where the
software system has a new release every two weeks. Such a
short release cycle of ES brings challenges in the detection
of performance regressions and the localization of their root
causes.

In order to adapt to the fast release pace of ES, the
developers do not conduct any in-house performance test-
ing before a release, due to the high demand for resources
and the long duration. Instead, ES’s performance is tested
in a field A/B testing manner, i.e., the performance of a
new release is actively monitored and compared with an
existing stable release, in order to quickly identify potential
performance regressions based on the field performance
data collected during operation by the end users.
Existing (baseline) approach for locating performance
regression root causes. Since ES’s performance is evalu-
ated in the field with end users, one cannot put exten-
sive instrumentation to monitor the resource cost for each

1. ES is a codename for the system and has no practical meaning.
Due to the NDA, we cannot disclose the real name of the system.

2. https://www.osha.gov/laws-regs/regulations/standardnumber/
1910

https://www.osha.gov/laws-regs/regulations/standardnumber/1910
https://www.osha.gov/laws-regs/regulations/standardnumber/1910
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activity of the system. Instead, one may leverage system-
level performance metrics, such as CPU usage, to detect
performance regressions. However, such detection results
cannot reveal the root causes of performance regressions in
the source code. Since ES is a web-based system, by default,
the web-access logs are produced during system execution.
Therefore, the existing (baseline) approach leverages the
response time that is recorded in each web-access log to
locate the performance regressions to the associated web
requests.

In particular, the existing (baseline) approach adopts
a pair-wise comparison approach (similar to prior re-
search [86]) that compares the response time of the same
types of web requests in the new and old releases. The
baseline approach parses the collected web-access logs into
timestamps, types, and response times. For example, a
line of web-access log “[2020-03-27 20:23:07] GET /open-
mrs/ws/rest/v1/person/ HTTP/1.1 200 53” will be parsed
into timestamp “2020-03-27 20:23:07”, the corresponding
web request type “GET /openmrs/ws/rest/v1/person/”,
and the response time “53 milliseconds”. The approach
leverages Mann-Whitney U test [77] to determine whether
there exists a statistically significant difference between the
response time of the same types of web requests in the
new and old releases. In addition, the existing (baseline)
approach uses effect sizes, i.e., Cliff’s Delta [40], to quantify
the magnitude of the difference and decide whether the
difference in response time corresponds to a performance
regression or an improvement. In particular, if the effect size
of the difference is large (|d| > 0.474) and the new version’s
average response time is larger than the old version, the
corresponding web request would be located as the root
cause of the performance regression.
Limitation of the existing (baseline) approach. However, as
also found by prior research [86], such pair-wise comparison
approaches often lead to false-positive results due to the
environmental and workload noises. The situation is even
worse for ES, since the data is from the field where the
workloads of the new and old versions of ES are often
inconsistent (i.e., varying number of active end users and
usage scenarios). Comparing the response time of the new
and old versions under inconsistent workloads can lead to
even more false-positive results. In fact, with the existing
(baseline) approach, almost every new release of ES has web
requests that are incorrectly deemed to be the root causes of perfor-
mance regressions. Developers wasted much effort on examining
these false-positive results.
Our new approach for locating performance regression
root causes. Over the last year, we have explored the
challenges of locating performance regression root causes
using the end users’ data from the field (cf. Section 4). To
address these challenges, we designed and developed an ap-
proach that automatically detects and locates performance
regression root causes for ES (cf. Section 5). Our approach
has been deployed in the production environment of our
industrial partner and used to locate performance regression
root causes for ES on a daily basis.

3 RELATED WORK

In this section, we discuss prior work related to this paper.

3.1 Performance regression detection and localization

We summarize the related work of performance regression
detection and localization in Table 1, including the category
of the approach proposed in prior work, the analyzed data
type, a brief description, and their major limitations.
Performance regression detection. Prior research designs
various types of approaches to detecting performance re-
gressions. The most straightforward approaches of detecting
performance regressions are based on directly comparing
performance metric values in two versions [37, 71, 80, 81,
82]. This type of research adopts statistical techniques, such
as control charts [80, 82] and statistical tests [37, 71] to
compare and analyze performance metrics to detect per-
formance regressions. Prior research also investigates the
relationship among performance metrics and/or system
logs and uses the deviation of such relationship as in-
dicators of performance regressions [48, 57, 91, 101]. For
example, Foo et al. [48] build association rules between
performance metrics to detect performance regressions. In
addition, data-mining-based and statistical techniques like
clustering [57, 91] and linear regression models [101] are also
leveraged to mine such a relationship between execution
logs and performance metrics. Performance models (e.g.,
queue models [29], rule-based models [80, 82], and machine
learning models [44, 86, 99]) are also widely leveraged as
vehicles to capture performance regressions. For example,
Shang et al. [86] propose to cluster various types of per-
formance counters into groups and build regression models
using machine learning techniques on the clusters to detect
performance regressions. Recent research advocates the use
of smaller-scale tests, such as micro-performance bench-
marks and even functional tests, to detect performance
regressions [37, 45, 83, 90]. For example, Reichelt et al. [83]
select unit tests that are associated with code changes by
static code analysis and measure the performance of such
tests in different versions to locate performance regression
root causes.

However, prior research on the detection of performance
regressions are designed to be conducted based on data
generated from time and resource-consuming performance
testing with predefined or fixed workloads; while our ap-
proach considers the problem of the real workloads in the
field that are continuously varying and only depends on the
readily available data that is generated in the field from end
users without the need for performance testing.
Locating performance regression root causes. Depending
on different types of data source and application context, the
automated approaches for locating performance regression
root causes can be broken down into three categories: 1)
techniques based on load testing; 2) techniques based on
unit testing; and 3) techniques based on field data.

Various prior research for locating the root causes of
performance regressions is based on load testing the target
software system [23, 72, 81, 91]. Such approaches compare
the load testing results (e.g., performance metrics) from
different versions of the software system to locate per-
formance regression root causes. For example, Nguyen et
al. [81] propose to mine the regression root cause repository
that stores the past load testing results and performance
regressions. They use classification techniques (e.g., Bayes
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Classifier [64]) to match the behavior of a new version
to the behavior of prior tests to locate the performance
regression root causes. However, these approaches suffer
some common limitations: 1) in order to compare the load
testing results from different versions, a similar or even
the same testing workload is needed. However, it may be
difficult to design load test cases that represent the field
workloads. In particular, there may exist special real-world
cases where the field workload is completely different from
other workloads (e.g., when a popular site (e.g., Reddit and
Twitter) links to a small site, the throughput of that small site
would be much greater than the average daily workload3,
a phenomenon also known as the Slashdot effect [20]).
The impact of different workloads between the old and
new versions of the system are not considered in these
approaches; 2) in practice, load testing is time and resource-
consuming, which requires expensive computing resources
in the testing environment and excessive time to execute the
tests (e.g., from hours to even days).

In order to avoid the need for expensive load testing
on the entire software system, prior work adopts unit tests
and combines the testing results with static or dynamic
source code analysis techniques to pinpoint performance
regression root causes [37, 45, 58, 70, 83]. For example,
Heger et al. [58] analyze the unit testing results during
the development phase and utilize dynamic code analysis
techniques to extract the call tree information from the
source code revision history to identify the commits that
introduce the performance regressions. However, due to
the nature that these approaches are based on small-scale
testing, such testing can not capture the performance of the
system and be only aware of the performance of separate
components. Similar to load testing-based approaches, they
do not take the impact of the continuously varying work-
loads into consideration either.

Prior research also proposes to use system runtime in-
formation (e.g., execution logs and performance metrics)
collected directly from the field to locate performance re-
gression root causes [24, 38, 57, 61, 65, 69, 73, 78, 99]. For
example, Nair et al. [78] propose a machine learning-based
approach that utilizes unsupervised learning algorithms,
i.e., affinity propagation clustering, constructed on the mon-
itored runtime performance metrics and system execution
logs to locate anomalies in cloud-hosted web applications.
Lu et al. [69] provide an approach that analyzes the Spark
execution logs to extract the features related to system
runtime performance (e.g., execution time, memory usage,
and garbage collection) and utilize a weighted combination
of certain specific cause related factors to determine the
probability of the root causes. Such field data-based ap-
proaches benefit from saving the effort and resources for
load testing, and it also considers the system level perfor-
mance under the impact of varying workloads. However,
some approaches may suffer from the limitations that the
located root causes are too coarse-grained (e.g., only at
service level) [24, 57, 61, 69, 78, 99], which can only assist
IT operators (instead of developers) to locate the high-level
service or modules with performance problems but may not

3. https://web.archive.org/web/20141101224936/http://blogs.abc.
net.au/newseditors/2012/08/the-reddit-effect.html

be sufficient to support developers to locate the specific root
causes (e.g., at class or method level), or only target specific
performance regression patterns [24].

Different from prior approaches, in this paper, we pro-
pose an approach that combines both historical repository
data (e.g., code change history) and field runtime infor-
mation (e.g., web-access logs and performance metrics)
while just requiring minimum knowledge about the internal
behaviors of the system to effectively assist developers
in identifying and fixing the root causes of performance
regressions. Our approach makes the use of statistical and
machine learning models to effectively capture the relation-
ship between the workloads of the system and the system
performance, thereby having the capability to handle the
continuously varying workloads in the field scenario.

3.2 Software fault localization

A great amount of prior research has been proposed to
locate faults in software systems. The traditional practice
of fault localization often adopts the most intuitive system
analysis techniques, e.g., logging [46], profiling [28, 56, 85],
and debugging (e.g., assertions and breakpoints) [42, 59, 84]
to identify the exact locations of program faults. However,
such traditional techniques require developers to have suffi-
cient experience and expert knowledge about the system
to locate the faults and they are often time and effort-
consuming.

To improve the effectiveness and efficiency, various ad-
vanced fault localization techniques have been proposed.
Prior research [21, 22, 25] employ program slicing (both
static and dynamic) techniques to extract the relevant parts
of the source code that influence or are influenced by the
variables at a given point, in particular, an incorrect variable
value that causes the test case to fail, allowing developers
to focus on a reduced search space rather than the entire
program to locate faults. Program spectrum, which records
the execution information (e.g., code coverage) of program
entities (e.g., statements or methods), is also employed in
prior studies [19, 43, 55, 102, 103] for fault localization.
Such spectrum-based approaches rank program entities ac-
cording to a suspiciousness score which indicates their risk
of being faulty. This score is calculated by various rank-
ing formulae based on the program spectrum information
collected from passing and failing test cases. In addition,
prior works [18, 27, 74, 75, 92, 98] also propose to leverage
model-based diagnosis techniques to locate program faults.
Particularly, they utilize statistical analysis or source code
analysis to build various types of models (e.g., dependency
models [27, 98]) to represent the program structures and
behaviors. If the test case fails, i.e., conflicting the expected
output, the model will help to determine the statements
whose incorrectness can explain incorrect outcomes. Prior
research [35, 36, 79, 95, 96, 104] also advocates the use of
data mining and machine learning techniques by learning
a model or deriving patterns from a huge volume of soft-
ware data to locate program faults. For example, Wong et
al. [95, 96] propose approaches based on neural networks
to capture the relationship between the coverage data of
each test case and the corresponding execution result, then
generate the suspiciousness of each statement containing the

https://web.archive.org/web/20141101224936/http://blogs.abc.net.au/newseditors/2012/08/the-reddit-effect.html
https://web.archive.org/web/20141101224936/http://blogs.abc.net.au/newseditors/2012/08/the-reddit-effect.html
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Fig. 1. An overall process of developing our approach in an industrial setting

bug.
Compared to our work, the preceding approaches lack

the consideration of non-functional faults, e.g., performance
regressions, which are crucial in industrial applications,
especially for large-scale systems with a large user base. Our
approach (especially step 5) employs static code analysis, a
commonly used technique for fault localization [27, 63, 92,
98] to locate the code changes related to a web request that
causes the performance regression. However, in the adop-
tion of our approach, practitioners can also opt to use other
preferred techniques to associate the web request provided
by our approach to the code changes that potentially result
in performance regressions.

4 CHALLENGES

In this section, we provide detailed discussions on our faced
challenges when we aim to automatically locate the root
causes of performance regressions based on the field data,
in the context of an industrial software system, i.e., ES. We
also describe our corresponding solution to each challenge.

Figure 1 outlines the challenges and their associated
steps in the overall process of developing our approach for
locating the root causes of performance regressions on ES.
We divide the overall process into five parts, and each deals
with an important challenge that is described below. The
details of our approach are described in Section 5 and the
lessons that we learned from addressing these challenges
are summarized in Section 8.

Challenge 1: Understanding the relationship between
the performance of a system and its runtime activities
Challenge. In order to locate the root causes of performance
regressions, we first need to understand the relationship
between the performance of a system and its runtime activi-
ties (i.e., how system activities impact system performance).
However, prior research [31] finds that few practitioners
construct performance models (e.g., queuing networks [68])
for performance management during their development
process. Thus, after the system is deployed in the field, the
performance of most software systems, like ES, is usually
viewed as a black box, leading to difficulties in describing
such a relationship [44, 50]. Moreover, the workloads of a
large-scale system are impacted by thousands or millions of
users interacting with the system [39]. Such workloads are
typically dynamic and vary in many aspects, such as the
load intensity, and the order and the ratio among different
user operations. Such dynamic workloads further increase
the difficulty of capturing the relationship between the
performance of a system and its runtime activities.
Solution. We build performance models to understand the
relationship between the runtime activities of a system and

its performance under such activities. There are two types
of performance models: white-box models and the black-
box models [44]. White-box performance models typically
require knowledge about the system’s internal behavior and
such knowledge is often not available when the system is
deployed in the production environment [44, 50]. Therefore,
we leverage black-box performance models that do not
require knowledge about the internal behavior of a system.

Black-box models typically use machine learning tech-
niques to model a system’s performance against its runtime
activities that are recorded in the execution logs. In our
case, we build black-box performance models that use the
appearances of each type of web-access logs as the indepen-
dent variables and performance metrics as the dependent
variable. We find that using a simple black-box model (i.e., a
random forest regression model) can already achieve a high
modeling accuracy, which demonstrates the effectiveness of
using black-box models to capture the relationship between
the system runtime activities and its performance.

Challenge 2: Coping with the collinearity and redun-
dancy among system runtime activities
Challenge. We observe that some system runtime activities
may get entangled and always appear simultaneously in
the specific order. One of the typical examples is that once
users login to a mail system, they often check their inbox.
According to prior studies [14, 101], when building regres-
sion models, the degree of correlation between independent
variables should be low. Otherwise, the collinearity and
redundancy among the independent variables may have a
negative impact on fitting and interpreting the models.
Solution. To solve the above-mentioned challenge, we use
correlation analysis and redundancy analysis to remove the
collinearity and multicollinearity among the independent
variables, respectively. As the system runtime activities
associated with the removed independent variables can
potentially cause the performance regression, we maintain
a mapping between the removed independent variables
and the remaining independent variables that are highly
corrected with the removed ones. When we detect a system
runtime activity (for which the corresponding independent
variable remains in the model) that may cause the perfor-
mance regression (cf. Section 5), we also consider the system
activities that have a high correlation with the detected
activity as potential causes of the performance regression.

Challenge 3: Identifying problematic runtime activities
related to performance regressions
Challenge. As ES adopts an agile development approach
and the release cycle is within two weeks, our industrial
partner does not have enough budget and time to conduct
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performance tests and examine the root causes of perfor-
mance regressions. Therefore, we aim to help developers
automatically locate the root causes introducing the per-
formance regressions without running performance tests.
As the first step, we need to automatically identify the
system activities related to the performance regressions. It is
worth noting that although Challenge 1 and Challenge 3 are
related, they are indeed different challenges. In particular,
Challenge 1 describes whether one can model the system
performance using system activities, especially when the
system is deployed in the field and little knowledge about
the system’s internal behavior can be acquired. However,
Challenge 3 is no longer to capture the relationship between
the performance of a system and its runtime activities,
instead, it is about whether one can locate the problematic
system activities in a statistical way. In fact, from prior
related work (cf. Section 3), much prior research aims at
the detection of performance regression (mostly touching
on Challenge 1) but not locating the particular factors that
cause the regression (Challenge 3).
Solution. We propose a novel statistical solution that au-
tomatically identifies system activities related to the perfor-
mance deviance. Intuitively, if there is a performance regres-
sion, a performance model built on an old system version
cannot equally explain the performance of a new version.
In such a performance model, the independent variables
that contribute to the difference in model performance are
related to the root causes of the performance regression.
First, we build the black-box performance models (e.g., a
random forest model) on the old version and on the new
version, respectively. We then apply the two performance
models on the new version data and measure the deviance
between the two models’ modeling errors. A larger deviance
is more likely to suggest a performance regression.

In order to find out which system runtime activities
are related to the performance regression (i.e., the deviance
between the two performance models’ modeling errors), we
build a linear regression model taking the system activities
(i.e., log appearances) as the independent variables and the
deviance of modeling errors as the dependent variable. If an
independent variable is statistically significant in the linear
regression model, the independent variable is statistically
significantly contributing to the difference of the modeling
errors. Therefore, the associated system activities with the
independent variable may be related to the performance
regression, which are considered as candidates for perfor-
mance regression causes.

There may be multiple candidates that are related to the
performance regression. To prioritize ES’s resources on the
system activities that are most likely to cause the perfor-
mance regression, we rank the candidate system activities
before providing them to developers. In particular, we use
the effect of each independent variable on the model’s
output to rank the system activities that are associated with
each independent variable.

Challenge 4: Linking problematic runtime activities to
code changes

Challenge. Given the problematic system runtime activities
that are related to a performance regression, developers still

need to inspect the source code related to the problematic
system activities and locate the code changes that cause
the performance regression. Besides, during the regular
meeting with our industrial partner, they mentioned that
not all developers have a deep understanding of the system
behaviors, and it is challenging for them to locate files,
classes, or functions that are related to the system activities.
Thus, motivated by the feedback from developers, we aim
to further assist developers in finding the code changes that
are associated with the problematic web activities related to
the performance regressions.
Solution. In order to locate the code changes that lead to
a performance regression, we focus on the web requests
associated with the system activities that introduce the per-
formance regressions. We aim to identify the code changes
associated with the web requests in the commit history
between the two versions where a regression is detected.
We first search the entire source code to locate the methods
that are associated with a web request, then use source code
analysis to build a call graph of the web request. Finally,
we identify the code changes in the commit history that
affect the call graph, which are considered the potential root
causes of the performance regression.

Challenge 5: Increasing the ease of adoption
Challenge. Although our approach can automatically locate
the root cause of a performance regression, developers
may be reluctant to adopt our approach in the production
environment. Derived from the experience and feedback
from the use of our industrial collaborators, we realize that,
first, some developers are concerned that the additional per-
formance monitoring may introduce system performance
overhead, especially when the system is serving a large
number of end users in the field operations. Second, as
many developers may lack knowledge about our used sta-
tistical techniques, they may not completely understand and
trust our approach for their system.
Solution. To address the challenge of adoption, we first
study the system performance overhead after we integrate
our performance monitoring into the existing system. The
performance overhead depends on how often system per-
formance data is sampled. While a higher sampling fre-
quency can achieve a more accurate measurement, it can
lead to larger performance overhead. Therefore, we wish
to find the optimal sampling frequency of system perfor-
mance data. To achieve this, we load test the system with
different scales of workloads while recording the impact
of different sampling frequencies (e.g., every 10s, 30s, and
60s) on the system performance. At the same time, we
worked closely with the senior operation support specialists
to find the acceptable performance overhead while ensur-
ing a considerable high sampling frequency. Finally, we
reached a consensus that sampling the performance data
at a frequency of every 30 seconds is an acceptable balance
between the accuracy and the overhead of the performance
measurement.

On the other hand, to help developers understand our
approach’s mechanism and the output, we visualize the
system performance and the root causes of performance
regressions in a user-friendly manner. In particular, we inte-
grated our approach into an Elastic Stack [11] platform such
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Fig. 2. An overview of our approach of locating performance regression root causes

that developers can simply log into the platform to view the
status of the system performance (e.g., CPU, memory, and
disk I/O) and the workloads (e.g., total number of requests,
slowest requests, and response status over time), as well
as our newly added performance regression dashboard,
which enables developers to observe the instantly mea-
sured system performance and the modeling errors of our
model. With the help of visualization, developers can have
a better understanding and control of the overall system
performance and the working of our approach, which can
assist them in analyzing the root causes of performance
regressions confidently and efficiently.

5 APPROACH

In this section, we briefly discuss the detailed process and
the implementation of our approach for locating perfor-
mance regression root causes. Figure 2 illustrates the overall
process of our approach. Our intuition is that, if a system
runtime activity (e.g., a web request) is associated with the
deviation of the performance models built on two different
software releases, then the system runtime activity is related
to the performance regression between the two releases. It
is also worth noting that, in order to deploy our approach
for locating performance regression root causes, the target
software system is supposed to be a web-based system de-
ployed in the typical web server (e.g., Apache and IIS) and
can generate logs that record the system runtime activities.

Step 1: Preparing data. In order to establish the rela-
tionship between the runtime activities of the system (i.e.,
the web requests) and the corresponding performance, we
first need to align the web-access logs generated by the
web servers (e.g., IIS) and the collected performance metrics
(e.g., CPU usage). Specifically, we divide the data into small
time periods (e.g., every 30 seconds) and allocate each line
of web-access logs and each record of performance met-
rics based on their timestamps. Afterwards, we count the
appearance of each type of web request in the web-access
logs and we calculate the average value of the performance
metrics during the time period.

Step 2: Building performance models. We build com-
mon black-box performance models [44], similar to prior
research [26, 50, 99, 101], to capture the performance of
a system and its runtime activities. We build one perfor-
mance model for each version of the system. In particular,

the independent variables of the model are the number
of appearances of each type of web request in each time
period, while the dependent variable is the corresponding
performance metric, i.e., CPU usage, of each time period.

Similar to prior research using black-box performance
models [26, 101], we also notice that different log events
may always appear simultaneously in a specific order, e.g.,
user logging in and then checking user’s inbox, and pro-
vide repetitive information for the workloads. Since such
collinearity and redundancy among the independent vari-
ables may negatively impact the robustness of the perfor-
mance models (i.e., the models built on old version data may
not perform well on new data from the new version of the
system), we remove the entangled independent variables
that provide repetitive information about the workloads
to avoid any bias. In particular, we conducted pair-wise
correlation analysis to remove one variable from each pair of
highly correlated independent variables whose Pearson cor-
relation coefficient [30] is higher than 0.7. We also conducted
a redundancy analysis [54] to remove any independent
variables that can be modeled by the rest of the independent
variables with a high model fit (R2 > 0.9). Afterwards,
we opt to use the random forest regression model to build
our performance models, due to its high accuracy shown in
prior research [26, 50, 101].

Step 3: Measuring the deviance of modeling errors. Our
intuition is that the root cause of a performance regression
is related to the deviation of the performance model built
on the new version from the performance model built on
the old version. In particular, if the performance model
built on the new version results in a worse modeling error
than the performance model built on the old version, it is
an indicator of a performance regression and can be used
to locate the root causes of the performance regression.
Intuitively, one may build the model on the old version
of the system and then measure the modeling errors on
the new version to determine the performance deviance be-
tween the old version and the new version. However, such
a naive approach may be biased. For example, a well-built
performance model may only have less than 7% average
prediction error; while another less fit performance model
may have 10% average prediction error. In these cases, it
is challenging to determine whether an average prediction
error of 8% on the new version of the system should be
considered as a performance regression. Therefore, we first
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build two performance models on the old version and the
new version of the system separately, and use the prediction
error from the old version as a baseline to measure the
deviance between the modeling errors of the new and old
performance models. Specifically, we train two performance
models using the old version data and the new version
data, respectively, and apply the two models on the new
version data to measure their respective modeling errors.
However, we cannot directly calculate the modeling error
of the new version’s model with the new version’s data,
since applying a model to its training data can lead to over-
optimistic results. To address this issue, we apply the leave-
one-out approach [34, 67]. For each time period in the new
version, we remove its data from the training data to re-
build the model and apply the re-built model on the time
period. We repeat the process until all time periods are used
as test data once.

Finally, having both the modeling errors from the old
version and the new version for each time period, we cal-
culate the deviance of modeling errors for each time period.
To statistically measure the deviance of modeling errors, we
analyze the random forest model and obtain the modeling
errors from each decision tree inside the random forest. For a
random forest with 100 decision trees, for each time period,
we would have 100 modeling errors from the new version
and the old version, respectively. Then, we calculate the
Cohen’s D effect size [41] between the modeling errors from
the new and old versions (i.e., the deviance of modeling
errors).

Step 4: Modeling the relationship between appear-
ances of web requests and the deviance of modeling
errors. Intuitively, if two versions of a software system
have no performance deviance (no regression or improve-
ment), the deviance of the modeling errors (from the last
step) should be randomly distributed around zero. Oth-
erwise, if there is a performance regression, there should
be systematic deviance of modeling errors, and the web
requests that contribute to the deviance are related to the
root cause of the performance regression. Therefore, in this
step, we use a linear regression model [49] to explain the
relationship between the web requests and the modeling
errors. The independent variables of the model are the
number of appearances of each type of web request in
each time period; the dependent variable is the correspond-
ing deviance in modeling errors in that time period. We
choose linear regression due to the fact that, unlike deep
learning models that are usually considered as black boxes,
linear regression is explainable as it has a good ability to
explain the effect of each independent variable and we just
need to explain such model in the next step (i.e., Step 5).
Nevertheless, practitioners may also use other explainable
modeling techniques in this step. After building the linear
regression model, we only keep the statistically significant
independent variables (p-value 60.05), which are potential
root causes of the performance regression.

On the other hand, the linear regression model may
have no statistically significant independent variables or a
poor model fit (very low R2 cf. Section 6 and Section 7).
Therefore, under this circumstance, the results mean that we
cannot identify a relationship between the web requests and
the deviance of the modeling errors, i.e., the new version

of the system may not have any performance regression or
improvement.

Step 5: Locating the potential performance regression
root causes. In this step, we first rank the web requests
that are potential performance regression root causes, such
that practitioners can prioritize their effort on the most
likely root causes. Specifically, we calculate the effect of
each statistically significant independent variable on the
output of the linear regression model, i.e., the deviance of
modeling errors. We keep all of the variables at their median
value, except that we increase the median value of one
variable by 10% and then re-predict the output. Then, we
calculate the percentage of difference in the output caused
by increasing the value of the variable (i.e., the effect of
the variable). Such an approach has been widely used in
prior software engineering research to understand the effect
of independent variables [76, 87, 88]. These prior studies
chose to increase the median value of one variable by either
10% or 100%, however, the exact increase of percentage does
not impact the ranking of the results. We would like to
note that, such an effect may be either positive or negative.
Similarly, the appearance of a certain web request may
also contribute to either better or worse performance of the
systems. Therefore, we only rank the potential performance
regression root causes if a higher appearance of the web
request is associated with both worse performance (from the
model built in step 2) and higher deviance in the modeling
error (from the model built in step 4).

The ranked list of web requests that are associated with
the performance regression can help developers find the
root cause. However, in our approach, we step further
and link the web requests to the specific code changes
that lead to the performance regression to provide more
detailed insights. First, we automatically search the entire
source code of the software to locate the methods that are
associated with each of the web requests that are related
to the performance regression. Then, we use source code
analysis frameworks, such as .NET Compiler Platform SDK
called “Roslyn” [15] and Eclipse Java development tools
called JDT [10], to parse the source code and build a call
graph of the web request. We seek for the code that is called
by the request and identify all the places in the source code
where the web request can be triggered, e.g., dynamically
called by another web request. Finally, we identify the code
changes that change any methods along with the call graph
related to the web requests. In addition, we also provide the
metadata of the commits that contain these code changes,
including:

• Commit hashes
• Timestamp
• Comment
• Committer
• Code churn
• Code difference

Such changed methods along with the commits (and the
corresponding metadata) are considered as the potential
causes of the performance regression and they are provided
to developers. We would like to note that since we build
the call graph of the web requests that are related to the
performance regression from the new version of the system
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TABLE 2
An overview of the open-source subject systems

Subject Version Domain SLOC (K)

TeaStore 1.3.4 Microservice e-commerce 29.7
OpenMRS 2.1.4 Medical record system 67.3
CloudStore v2 E-commerce 7.7

Note: SLOC of the subject systems is measured with cloc [7].

and match all the new version code changes that change
any methods along with such call graph, so even if the call
graph of the new version of the system is different from the
old version, our approach still can locate the root cause of
the performance regressions.

6 EVALUATION

We evaluate our approach on three open-source systems and
one industrial system. In this section, we present our eval-
uation that is conducted on three open-source systems4. We
present our evaluation on the industry system in Section 7.

6.1 Open-source systems and their workloads
We use three open-source subject systems including TeaStore,
OpenMRS, and CloudStore to evaluate our approach. Our
three open-source subject systems are all web-based systems
from different domains, which ensures that our findings are
effective to a variety of web-based systems while not limited
to a specific domain, and they are also studied as perfor-
mance benchmarking systems in prior research [47, 101]. An
overview of the subject systems is shown in Table 2.

TeaStore is an open-source reference application that is
designed to be used for benchmarking performance testing
and modeling. Its main function is emulating a basic web
store for tea and tea supplies [93]. TeaStore is developed in
a distributed micro-service architecture and it consists of
five distinct services (i.e., WebUI, Image Provider, Authen-
tication, Recommender, and Persistence). In addition to five
primary functional services, there is also a registry service
responsible for the necessary service discovery and load
balancing. We choose TeaStore since the result of previous
work [47] shows that due to the sufficient complexity and
performance properties of the system itself, TeaStore can
serve as an appropriate candidate case study for perfor-
mance modeling. We deployed the version 1.3.4 of TeaStore
in our case study. TeaStore has a few quintessential use cases,
including logging in system, browsing the store, browsing
user’s profile, browsing products, shopping products, and
logging out the system.

OpenMRS is an open-source health care system that
supports customizable electronic medical records and it is
commonly used in developing countries. OpenMRS is built
by a global open community that aims to improve health
care delivery in resource-constrained environments by creat-
ing a robust, scalable, user-driven, and open-source medical
record system platform [16]. We deployed the OpenMRS ver-
sion 2.1.4 and the REST web services module version 2.24.
The database data we used are from the MySQL backup files

4. Our experiment setup, workloads, and results are shared online
https://doi.org/10.5281/zenodo.5659008 as a replication package.

provided by OpenMRS developers. The demo database file
contains data for over 5K patients and 476K observations.
The typical usage scenario of OpenMRS consists of four op-
erations: adding, deleting, searching, and editing resources.
In total, we created eight different simulated system activ-
ities in our case study, comprising 1) creation of patients,
2) deletion of patients, 3) searching for patients by ID, 4)
searching for patients by name, 5) searching for concepts, 6)
searching for encounters, 7) searching for observations, and
8) searching for types of encounters.

CloudStore is an open-source e-commerce web applica-
tion designed to be used in the scenarios of analyzing the
cloud characteristics of systems, such as capacity, scalability,
elasticity, and efficiency [9]. It was developed as a showcase
application to validate the European Union funded project
which is called CloudScale [8]. It follows the functional
requirements defined by the TPC-W standard which is a
web e-Commerce benchmark for transaction processing [4].
We deployed the CloudStore version v2 and the database
data we used was generated using the scripts provided by
CloudStore developers. The data in the database contains
about 864K customers, 777K orders, and 300 items. We con-
structed the simulated system activities to cover searching,
browsing, adding items to shopping carts, checking out, and
paying for commodities.

Simulating dynamic field workloads. The goal of our
approach is to locate the root causes of performance regres-
sions in the field, i.e., without pre-assumption of consistent
workloads between versions. To simulate such dynamic
field workloads, we follow three steps to design our work-
loads: 1) Each subject system is driven by a mixture of
multiple (four or five) JMeter-based load drivers, where
each load driver has different profiles of mixed workloads.
In particular, the original versions (i.e., the versions without
injected regressions) are driven by four load drivers and the
new versions (i.e., the versions with injected regressions)
have five load drivers, in order to ensure that there are
some workload profiles unseen from the original version;
2) To simulate inconsistent workloads, for each load driver,
the runtime activities of each system are driven with a
random order, with a random length of gaps between two
activities. In addition, we set different numbers of maximum
concurrent users for different workloads at different times.
Hence, each load driver itself produces inconsistent work-
loads in different time periods; 3) Furthermore, for each of
the load drivers, we pick several different test actions and
put them in an extra JMeter loop controller that iterates a
random number of times to increase their appearances in
the workload, to make sure that each of the five load drivers
has different characteristics in workload actions. Each run of
the system lasts a total of eight hours, where only the seven
hours in the middle are used in our analysis (i.e., to exclude
the warm-up and cool-down periods).

6.2 Injected performance regressions

For the open-source subject systems (i.e., TeaStore, OpenMRS,
and CloudStore), we cannot find any historical performance
regressions of specific versions via checking the system ver-
sion history. Therefore, we had to manually inject four types
of performance regressions in multiple arbitrarily selected

https://doi.org/10.5281/zenodo.5659008
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positions of each subject system. Inspired by the previous
work [50, 53, 86], we considered four types of performance
regressions that are commonly encountered in practice and
cover various software system performance aspects. The
injected performance regressions are explained below:
A: Injected additional calculation. We added additional
calculation to the source code that is frequently executed
under our simulated workloads.
B: Generated excessive garbage collection. Creating large
numbers of temporary objects will lead to excessive garbage
collection and consequently high CPU utilization. Therefore,
due to the fact that Strings are immutable objects in Java, we
injected string concatenation operations (i.e., “+=” ) into the
source code.
C: Added excessive I/O access. Since accessing I/O storage
devices (e.g., hard drives) are usually slower than accessing
memory, we added redundant logging statements to the
source code that is frequently executed. The execution of
the logging statements may cause excessive I/O operations
and introduce performance regressions.
D: Created superfluous use of multi-threading. When a
CPU switches from executing one thread to executing an-
other, the CPU needs to save the local data, program pointer,
etc. of the current thread, and load the local data, program
pointer, etc. of the next thread to execute. We introduced
large numbers of threads which may cause the CPU to be
busy switching from the context of one thread to the context
of another.

In order to reduce the bias that may be introduced by
injecting the synthetic performance regressions in a partic-
ular location in the source code, we manually examine the
source code and arbitrarily identify the candidate locations
in the source code without the preference for any specific
locations, to inject each type of the synthetic performance re-
gressions. Since the arbitrarily determined injected locations
in the source code are selected through an unsystematic
manual process, they may still be influenced by subjective
factors. In order to mitigate this effect, in our experiments,
we opt to separately inject each synthetic performance re-
gression in four different arbitrarily selected places (i.e., p1
to p4) in the source code, which makes up a total of 16
different versions with performance regressions per open-
source system.

6.3 Experiment setup
The experiments on the open-source subject systems are
conducted in the Google Cloud Platform [12], where three
separate virtual machines are set up for each subject system.
These virtual machines have the same hardware configu-
ration, which includes an Intel Haswell 4 cores CPU, an
8GB memory, and a 300GB SATA hard drive. These virtual
machines are connected to the same internal network. All
virtual machines run the Linux Ubuntu 16.04 LTS (Xenial
Xerus) operating system. We deploy the subject web ap-
plication in Apache Tomcat [6] on the first machine (i.e.,
the web server). The second machine is deployed as a
database server. Finally, we run the JMeter [5] load driver
with varying workloads on the third machine to simulate
real-world users using the system under test (SUT).

For the open-source subject systems, we use pidstat [17]
to monitor the resource utilization (e.g., CPU usage) of the

systems. To minimize the noise of other background pro-
cesses, we only monitor the system resource usage for the
process of the subject system. A higher sampling frequency
of collecting performance metrics can capture the system
performance more accurately. However, a higher sampling
frequency would also introduce more performance over-
head. For the purpose of achieving an optimal balance
between the monitoring accuracy and the performance over-
head, we monitor the CPU usage of the open-source systems
every 10 seconds.

In this study, we use CPU as the performance metric
for locating performance regressions root causes, since our
closed-source industrial system and three open-source sub-
ject systems are all CPU-intensive. Besides, CPU is usu-
ally the main contributor to server costs [51]. Performance
regression in terms of CPU would result in the need for
more CPU resources to provide the same quality of service,
thereby significantly increasing the cost of system opera-
tions. However, our approach is not limited to the per-
formance metric of CPU usage. Practitioners can leverage
our approach to consider other performance metrics (e.g.,
memory and disk I/O) that are appropriate in their context.

6.4 Evaluation results of open-source systems
For each of the studied open-source systems, we first run the
system without performance regressions (i.e., v0) under the
combination of four different concurrent workloads. Then,
we run the system with an injected performance regression
under the combination of five different concurrent work-
loads. Our approach should be able to detect and locate the
root cause of the performance regression. For comparison,
we also run the system without performance regressions
(i.e., v0) under the combination of five different concurrent
workloads. Ideally, our approach should not detect and
locate root causes of performance regressions from this
version. Table 3 and Table 4 show the detailed results of
applying our approach to locate the root causes of perfor-
mance regressions for the studied open-source systems (i.e.
TeaStore, OpenMRS, and CloudStore). We use three evaluation
metrics to evaluate our approach.
1) R2 is the model fit of the linear regression models that
are built to model the relationship between the appearances
of web requests and the errors of performance modeling. A
higher R2 indicates that certain web requests are associated
with the performance modeling errors, i.e., being related to
performance regressions. Therefore, the R2 values from the
models trained from the versions with injected performance
regressions are expected to be higher than the ones without
injected regressions (i.e., the “No regressions” column).
2) Effect with regressions. Effect quantifies the relationship
between the appearances of one type of web request and
the deviance of performance modeling error (cf. Step 5 in
Section 5). The higher the effect, the more likely that the
web request is the root cause of the performance regression.
Effect with regressions is the effect of the web request where
the performance regression is injected.
3) Highest effect without regressions refers to the highest
effect of the web requests without injected regressions.
Therefore, the values of the highest effect without regres-
sions are expected to be lower than the effect with regres-
sions. The bigger the difference between the two values, the
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better our approach can differentiate web requests with and
without performance regressions.

In addition, we also measure the precision of using
the existing baseline approach (cf. Section 2) to locate the
injected performance regressions and present it in Table 5.
We do not measure recall since false-positive results are
the main limitation of the baseline approach. All the web
requests with the injected performance regressions can be
covered by the baseline approach (i.e., recall of 100%).

Our approach can effectively distinguish between sys-
tem versions with and without performance regressions.
Table 4 shows that, for all the subject systems, we obtain
much higher R2 values for the versions with injected perfor-
mance regressions than for the versions without injected re-
gressions. For example, for OpenMRS, the R2 of the version
without injected regressions is only 0.14, i.e., a poor model
fit; while for all other versions with injected regression, the
lowest R2 is 0.50. Such a large difference in R2 values shows
the effectiveness of using the R2 to detect performance
regressions. The results also demonstrate the high quality
of our models for capturing the relationship between the
appearances of web requests and the errors of performance
modeling when there are performance regressions; while
when there is no performance regression, the low R2 values
indicate that the errors of performance modeling are not
likely to be associated with the appearances of any particu-
lar web request.

Our approach can successfully locate the root causes
of the injected performance regressions, always ranking
the web requests with injected regressions in the first
place. We find that for all the subject systems (i.e., TeaStore,
OpenMRS, and CloudStore), after applying our approach,
the web requests with the injected performance regressions
always rank at the top 1st, i.e., with the highest effect. In ad-
dition, from Table 3, we observe that there is usually a large
difference (e.g., twice the effect) between the effect of the
web request with the performance regression (i.e., “Effect
with regressions” in Table 3) and the highest effect from the
web requests without injected performance regression (i.e.,
“Highest effect without regressions” in Table 3).

By a closer look at the gap between the effect with
regressions and the highest effect without regressions from
the evaluation results of the three open-source systems, we
noticed that our proposed approach may perform differ-
ently between the software systems and between different
injected regressions. In order to study such differences in
a statistically rigorous manner, we use a non-parametric
statistical hypothesis test called the Wilcoxon rank-sum
test [94] to determine whether there exists a statistically
significant difference (i.e., p-value < threshold) between the
gap between the effect with regressions and the Highest ef-
fect without regressions from different systems and between
different injected performance regressions. To counteract the
effect of multiple comparisons, in our study, the Bonferroni
correction [33] is used together with the Wilcoxon rank-sum
test [94] in the statistical analysis. For example, we have
three different systems TeaStore, OpenMRS, and CloudStore
to compare them pairwise, and in total there are three trials
of testing needed (i.e., TeaStore vs. OpenMRS, TeaStore vs.
CloudStore, and OpenMRS vs. CloudStore), so the Bonferroni
correction would test each individual hypothesis at the

threshold of 0.05 (original p-value threshold) / 3 (number
of testing trials) ≈ 0.017. From the statistical test results
between different open-source software systems presented
in Table 6, we observe that none of our three subject systems
(i.e., TeaStore, OpenMRS, and CloudStore) have statistically
significant difference (i.e., p-value > threshold) from the
other two subjects at the same time, which implies that
when applying our approach to the different subject systems
selected in this work, there exists no obvious difference
in the performance of locating the performance regression
root causes. We also perform such statistical analysis be-
tween different injected performance regressions, and from
the statistical test results between different performance
regressions summarized in Table 6, we find that all the
statistical test results (i.e., p-value) are above the significance
threshold, which indicates that there exist no significant dif-
ferences between the four injected performance regressions
(i.e., performance regression A to D) and the root causes for
these performance regressions are statistically equivalently
located by our approach.

On the other hand, from Table 5 which presents the
precision of the baseline approach of locating performance
regression root causes for TeaStore, OpenMRS, and Cloud-
Store, we observe that the baseline approach only achieves
an average precision of 0.11, 0.45, and 0.52 in TeaStore, Open-
MRS, and CloudStore, respectively, whereas our approach
can achieve the top-1 precision as high as 1.0. In particular,
when using the baseline approach to locate performance
regression root causes on TeaStore, all the precision values
are low (6 0.2). Such a low precision in the baseline ap-
proach would indicate that many root causes are located,
but only one of them is true positive. The false positives in
locating performance regression root causes in open-source
systems confirm our experience that practitioners from ES
have wasted much effort due to a large amount of false
positive results produced by the baseline approach in ES.

After identifying the web requests that are associated
with the performance regressions, our approach success-
fully matches the source code on the call graph of the
web requests where the arbitrarily injected synthetic per-
formance regressions locate in the source code. We would
like to note that there is one code change (i.e., changeset in
the context of ES) per regression and each has around 10 to
30 lines of changed source code.

7 A SUCCESS STORY FROM AN INDUSTRIAL DE-
PLOYMENT

Our approach has been deployed to locate root causes of
performance regressions for an industrial software system
(i.e., ES), on a daily basis. In particular, the first author
of this paper was embedded on-site with the development
team of ES for over a year to enable a faster feedback loop
from practitioners to guarantee the smooth adoption of our
approach in the large-scale complex industrial setting. In
this section, we present our results that are obtained from
the industrial deployment. The workload for system ES
used in our evaluation is not predetermined since ES is
deployed in a production environment and used by real end
users.
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TABLE 3
Results of locating performance regression root causes for TeaStore, OpenMRS, and CloudStore

System Metrics Regression-A Regression-B Regression-C Regression-D
p1 p2 p3 p4 p1 p2 p3 p4 p1 p2 p3 p4 p1 p2 p3 p4

TeaStore Effect with regressions 0.07 0.06 0.07 0.08 0.08 0.06 0.06 0.12 0.09 0.08 0.06 0.13 0.10 0.06 0.07 0.09
Highest effect without regressions 0.01 n/a 0.01 0.03 0.01 0.02 0.02 n/a 0.03 0.04 0.04 0.03 n/a 0.01 0.01 0.05

OpenMRS Effect with regressions 0.06 0.10 0.08 0.10 0.06 0.08 0.07 0.06 0.07 0.15 0.14 0.11 0.09 0.06 0.08 0.13
Highest effect without regressions 0.03 n/a n/a 0.01 0.02 0.01 0.01 0.02 0.03 0.01 0.01 n/a 0.04 0.01 0.01 0.01

CloudStore Effect with regressions 0.15 0.12 0.20 0.08 0.09 0.07 0.09 0.08 0.14 0.12 0.11 0.21 0.14 0.14 0.05 0.11
Highest effect without regressions 0.01 0.07 0.04 0.05 0.01 0.01 0.02 n/a 0.02 0.01 0.03 0.02 0.02 0.04 n/a 0.06

Note 1: The “Regression-A” to “Regression-D” columns refer to the versions of the system where the performance regression is injected. For each performance regression, we separately inject that bug into four different positions, i.e.,
“p1” to “p4”.
Note 2: The value “n/a” of the “Highest effect without regressions” metric in the “Regression-A” to “Regressions-D” columns indicates that, in these versions, our approach generates only one candidate web request, i.e., the web
request with an injected regression.

TABLE 4
Model fit (i.e., R2) of the linear regression models built to model the relationship between the appearances of web requests and the performance

modeling errors for TeaStore, OpenMRS, and CloudStore

System No regressions Regression-A Regression-B Regression-C Regression-D
v0 p1 p2 p3 p4 p1 p2 p3 p4 p1 p2 p3 p4 p1 p2 p3 p4

TeaStore 0.30 0.54 0.36 0.56 0.40 0.70 0.63 0.72 0.45 0.40 0.65 0.66 0.59 0.62 0.56 0.75 0.50
OpenMRS 0.14 0.51 0.58 0.50 0.63 0.50 0.63 0.51 0.56 0.50 0.58 0.66 0.54 0.55 0.53 0.58 0.54
CloudStore 0.06 0.38 0.41 0.43 0.38 0.58 0.57 0.72 0.48 0.53 0.55 0.53 0.59 0.50 0.50 0.25 0.50

Note 1: “No regressions” column represents the version of the system without injected performance regressions and we call it “v0”. The “Regression-A” to “Regression-
D” columns refer to the versions of the system where the performance regression is injected. For each performance regression, we separately inject that bug into four
different positions, i.e., “p1” to “p4”.

TABLE 5
Precision of the baseline approach of locating performance regression

root causes for TeaStore, OpenMRS, and CloudStore

Type Position TeaStore OpenMRS CloudStore

Regression-A

p1 0.10 0.33 0.50
p2 0.11 0.33 0.14
p3 0.13 0.50 1.00
p4 0.07 0.07 1.00

Regression-B

p1 0.17 0.33 0.13
p2 0.09 0.25 1.00
p3 0.10 1.00 1.00
p4 0.06 0.25 0.13

Regression-C

p1 0.08 1.00 0.50
p2 0.20 0.33 0.25
p3 0.14 0.25 0.14
p4 0.13 0.25 0.25

Regression-D

p1 0.10 0.25 0.13
p2 0.10 0.50 1.00
p3 0.10 1.00 1.00
p4 0.07 0.50 0.13

Our approach can successfully locate more root causes
of real-world performance regressions with much higher
precision than the baseline approach

We have deployed our approach for all releases of ES
during the year 2020, which is a total of 22 releases without
any pre-known (for both developers and authors) perfor-
mance regressions. For each of the releases, we apply our
approach to the field data and hold a 30-minute to one-hour
meeting with the developers of ES to discuss the results in
order to know whether each located root cause is a true
positive result or a false positive result. The process of
the meetings is as follows: Before attending the meeting,
developers have no prior knowledge about our identified
performance regressions between the old version and the
new version of the system. During the meeting, we present
the results of the performance regression root causes deter-
mined by our approach and discuss them with the develop-
ers to confirm whether each located performance regression

TABLE 6
Statistical test results (i.e., p-value) of comparing the gap between the
effect with regressions and the highest effect without regressions from
different open-source systems and different performance regressions

Between different open-source systems
TeaStrore OpenMRS CloudStore

TeaStrore - 0.243 0.024
OpenMRS - 0.274

CloudStore -
Note 1: p-value threshold is 0.017 (corrected by Bonferroni correction).

Between different performance regressions
Reg-A Reg-B Reg-C Reg-D

Reg-A - 0.686 0.326 0.840
Reg-B - 0.112 0.665

Reg-C - 0.260
Reg-D -

Note 1: “Reg” is short for “Regression”.
Note 2: p-value threshold is 0.008 (corrected by Bonferroni correction).

root cause indeed results in the performance regressions
or not. After confirming the performance regression root
causes, developers would also inform us of the performance
regressions that are not identified by our approach, if there
exist any. In particular, we first discuss the ranked (by the
effect on the performance regression) list of web requests
that are associated with the performance regression with
developers. After that, we present the corresponding code
changes that change any methods along the call graph
related to the web requests. In addition, we also provide the
metadata of the commits that include these code changes,
e.g., commit hashes, timestamp, comment, committer, code
churn, and the code difference to assist developers in lo-
cating the performance regression root causes (cf. Step 5 in
Section 5).

From the meetings, we identified that three releases have
performance regressions and developers were not aware of
the existence of these performance regressions before. After
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the discussions with developers, we confirmed that these
three releases indeed have performance regressions, and
the located root causes of these performance regressions
together with the corresponding code changes are also
confirmed by developers. Furthermore, we note that there
are no performance regressions that are known to devel-
opers but not detected by our approach. Specifically, there
are three commits associated with one regression, and one
commit associated with each of the other two regressions.
By further inspection of these commits, we observe that
these commits vary greatly in size, i.e., with a wide range
of changed source lines of code (SLOC) from 20 to 170.
Based on the multifaceted information we have provided,
developers can save a lot of time and effort while requiring
relatively less expert knowledge to locate and fix the root
causes of performance regressions compared to manually
going through all the code changes between the old and
new releases. For the other releases, the developers of ES
have not yet known or received any reported performance
issues from the end users as of the time of writing this
paper. However, since the evaluation is conducted in a real-
life industrial setting, without any pre-known performance
regressions, we cannot make an assertion that these releases
are free of performance regressions.

Table 7 summarizes the results of applying both base-
line approach and our approach to locate the performance
regression root causes for the industrial system (i.e., ES). In
particular, for the 22 releases of ES, our approach has identi-
fied 4 releases containing performance regressions and there
are 6 performance regression root causes located in these
releases. After meeting with industry partners, we confirm
that 3 of them are true positives, which shows that our
approach achieves the precision at 50%. Our approach can
also successfully locate the root causes of these performance
regressions and provide corresponding code changes. It is
worth point out that we choose the threshold of effect
at 0.04 in the industrial system (i.e., ES) to determine the
performance regression root causes from a list of potential
candidates (i.e., significant variables in the regression model
(cf. Section 5)), we make this choice since in the results
from the open-source subjects, the average highest effect
without regression are around 0.05 and the average effect
with regression are above 0.05, so based on this finding,
we choose a relatively conservative threshold at 0.04 to not
miss anything in the industrial environment. Whereas for
the baseline approach, 18 out of 22 releases are deemed
to have performance regressions and a total of 65 web
requests have significantly slower response time (i.e., p-
value < 0.05 and effect size is large) in the new version
than in the old version, thus are located as the root causes
of the performance regressions. Among these located root
causes, only two of them are true positive, which shows the
baseline has a low precision at only 3.08%. The results show
that although we chose a rather strict threshold, the baseline
still suffers from very low precision (a lot of false positives).
On the other hand, although we don’t know the true recall of
our approach and the baseline approaches, we do know that
one true positive case detected by our approach is missed
by the baseline approach. In other words, even though with
a low precision of the baseline approach, its recall is still
lower than our approach.

TABLE 7
Results of locating performance regression root causes for the

industrial system (i.e., ES).

Baseline Our
approach approach

Total # releases 22
# releases with detected performance

regressions 18 4

# releases with confirmed performance
regressions 3 3

# located root causes 65 6
# confirmed root causes 2 3

Precision 3.08% 50%

Note: The 3 releases with confirmed performance regressions from the baseline
approach and that from our approach are the same.

For the releases with the confirmed performance regres-
sions, we conduct further investigation to reveal how the
performance regressions are introduced. The first perfor-
mance regression our approach located is a code change
in which developers added nested code loops whose com-
putation has repetitive and partially similar patterns across
loop iterations. The outer loop iterates over all the items
in a data set and each item calls a method x, which in
turns calls another method y. The inner loop in method y
makes computations on all the items in that data set. The
repeated computation is redundant and can be performed
only once, as the values of the items do not change between
the calls. The outer loop amplifies the performance penalty
of the inner loop, which makes the performance regression
even more severe. This regression was not identified by
code review as it involves the interaction between multiple
methods.

From the second located performance regression root
cause, we observed that in the new version, developers
added a complex SQL query that joins multiple temporary
tables in order to load some employee-related information.
However, such tables lack indexes and the query is fre-
quently executed, both of the factors make the correspond-
ing query suffer from the performance regression. After we
discussed with the developers who are responsible for this
module, we confirmed this performance regression to the
software.

The third performance regression located by our ap-
proach is caused by an inefficient SQL query that is business
logic-related within a SQL stored procedure. After discus-
sion and confirmation with developers, they optimized this
query in the next release to provide the service in a much
faster manner and consume fewer hardware resources (e.g.,
CPU).

Finally, by a close examination of the detection results of
the 22 releases, we find that model fit (R2) of the model that
captures the relationship between the appearances of web
requests and the deviance of modeling errors (step 4 in our
approach) can be an effective indicator for differentiating
releases with and without confirmed performance regres-
sions. Specifically, the R2 of the versions with the confirmed
performance regression is up to 0.25, with an average value
of 0.21; while for the other releases, the maximum R2 is
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only 0.15, with an average value of 0.05. In addition, the
effect values that are calculated in step 5 of our approach
can also be used as an effective indicator. The confirmed
root cause has an average effect of 0.05, while the effect
from the other releases have the maximum of only 0.038
with an average value of 0.02. Such results also confirm with
the evaluation of our approach on the open-source subject
systems (cf. Section 6) that we can adopt the model fit (R2)
and the effect values as indicators to effectively identify the
performance regression root causes.

8 LESSONS LEARNED

In this section, we summarize the lessons that we learned
from addressing the challenges during designing our ap-
proach and adopting our approach in the industry setting,
in order to provide insights for researchers and practi-
tioners who are interested in locating the root causes of
performance regressions using the field-operation data. The
corresponding faced challenges and solutions are described
in Section 4.

Lessons learned from challenge 1

Black-box performance models can capture the relation-
ship between the performance of a system and its dynamic
activities in the field-operation environment. Software
systems usually produce logs (e.g., web-access logs) at run-
time, in order to track, monitor, and debug system runtime
activities. Our study confirms that such readily available
logs can be used to understand the system performance.
In order to understand how effective the black-box models
are in capturing the relationship between the performance
of a software system and its runtime activities, we build the
black-box performance models on the data from the version
of the software system without performance regressions. We
then calculate the mean absolute percentage error (MAPE)
of the models as the metrics to evaluate the effectiveness of
the model. In particular, we measure the prediction errors
(i.e., MAPE) using 10-fold cross-validation to avoid the bias
of having the same training and testing data. From the
results, we find that, using a simple black-box model (i.e.,
a random forest regression model) can already achieve a
high modeling performance with low MAPE at the value of
5.91%, 5.15%, and 8.28% for TeaStore, OpenMRS, and Cloud-
Store, respectively, which demonstrates high effectiveness of
using black-box models to capture the relationship between
the system runtime activities and its performance.

Without the need for the knowledge of the system inter-
nal behaviors, black-box models rely on logs to model sys-
tem performance. Black-box models are particularly helpful
when the system is under field-operation where the work-
loads and the system itself are constantly evolving.�

�

�

�
Without the knowledge of system internal behaviors,
black-box performance models can help understand the
relationship between the performance of a system and its
runtime activities in the field-operation environment.

Lessons learned from challenge 2

Removing the collinearity and redundancy among sys-
tem runtime activities can improve the performance of
the black-box models. Some of the system runtime ac-
tivities may be highly correlated and provide redundant
information, which can adversely impact the robustness of
the black-box performance models. We also explore how
the degrees of correlation between independent variables
affect the performance of our approach, i.e., locate the
performance regressions root causes using just the field-
operation data of software systems. For example, table 8
shows the measured results when applying our approach to
the TeaStore subject system with and without reducing the
highly correlated and redundant system activities. From the
table, we can see that, by applying the correlation analysis
and redundancy analysis one can significantly reduce the
number of the variables (i.e., from 32 to 8) and achieve a
higher value of R2 (i.e., 0.541) than not doing so (i.e., 0.402).
Our results also confirm with prior work [14, 101] that the
collinearity and redundancy among the independent vari-
ables may have a negative impact on fitting and interpreting
the models. More importantly, since the model without the
variable reduction has lower performance (i.e., lower R2

value), the relationship between the problematic runtime
activities and performance regressions may not be well cap-
tured (i.e., cannot identify system activities associated with
regressions). In contrast, the model with reduced variables
can successfully locate the root cause of the performance
regressions. In this case, performing correlation analysis and
redundancy analysis can boost the performance of the black-
box performance models.

Correlation and redundancy analysis may risk ignor-
ing the system runtime activities that actually cause the
performance regression. During the regular meetings with
our industrial collaborator, we find that the removed highly
correlated or redundant independent variables can be asso-
ciated with the system runtime activities that lead to per-
formance regressions. Therefore, we simply and practically
maintain a mapping between the removed independent
variables and the remaining ones to help avoid missing
possible root causes of the performance regression.�

�

�

�

Removing the collinearity and redundancy among the
independent variables can improve black-box perfor-
mance models. However, one needs to pay attention
to the removed independent variables as they may be
associated with the system runtime activities that lead
to the performance regression.

TABLE 8
An example of the influence of collinearity and redundancy among

system runtime activities from TeaStore

Metrics Without reducing
variables

With reducing
variables

# Variables 34 8
R2 0.402 0.541

Rank of the root cause
of the regression

n/a 1
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Lessons learned from challenge 3
Statistical techniques can be used to identify system ac-
tivities related to performance regressions. Many of the ex-
isting approaches in finding performance root causes need
to rely on performance testing which is conducted in an in-
house testing environment with predetermined workloads
or they can only locate the performance regressions root
cause at a relatively high level (e.g., service level). On the
other hand, based on our results, we observe that, when the
system runs in a production environment, statistical tech-
niques (e.g., linear regression) can be effectively leveraged to
identify the system activities that are related to performance
regressions.

Ranking the system activities that are related to a
performance regression can help developers prioritize
their effort. There are still considerable resources and efforts
needed to manually check all the system activities related
to a performance regression. Therefore, we use statistical
techniques to prioritize the candidate system activities that
may cause the performance regression to help developers
optimize their resources and efforts.�
�

�
�

Statistical techniques (e.g., linear regression) can be used
to identify and prioritize system runtime activities re-
lated to a performance regression.

Lessons learned from challenge 4
A combination of code-level recommendations and high-
level guidelines for developers can improve their analysis
of the causes of performance regressions. Using static
program analysis to recommend the code changes that
are related to performance regressions can help developers
narrow down the causes of performance regressions. In
addition, as system performance is usually complicated
and most of the developers from our industrial partner
are not experts in system performance, we also provide
developers with high-level performance guidelines from
previous research, e.g., introducing locks and synchroniza-
tion may introduce performance regressions. Both the code-
level recommendations and the high-level guidelines can
assist developers in diagnosing the causes of performance
regressions.

The granularity of locating the code changes leading to
performance regressions is a trade-off. Locating the code
changes at a high granularity, like the directory or file level,
can be much easier to achieve. However, developers still
need much effort to gain insight into the provided scope.
On the other hand, locating the code changes at a low
granularity, like instruction or line level, can provide much
detailed information, while it is more difficult to achieve
this granularity since performance regressions are often
introduced not with merely a single line of code [37]. After
discussing with the developers of our industrial partner, we
choose to locate code changes at the method level as it is
sufficient for them to understand and fix the performance
issue.�
�

�
�

Providing code-level recommendations together with
high-level performance guidelines can assist developers
in understanding and fixing performance regressions.

Lessons learned from challenge 5
Finding a balance between the monitoring accuracy and
the monitoring overhead is crucial. System monitoring
infrastructures usually come with performance overhead.
When applying research to practice, we would suggest that
it is of great importance to minimize the performance over-
head of our approach while keeping sufficient monitoring
accuracy.

Visualization can assist in the adoption of our ap-
proach in our industry partner’s environment. By visual-
izing the working mechanism of our approach, developers
use our approach more frequently. In addition, visualization
also improves the efficiency of analyzing the root causes
of performance regressions. In particular, we present the
screenshots of the major parts of the Elastic Stack unified
management platform in our industrial environment in
Figure 3. We would like to note that the actual detected
URLs and the changeset ids are anonymized with black
color since they contain confidential information from our
industrial collaborator. Specifically, there are three main
components in our Elastic Stack platform: 1) Visualization
of CPU prediction error. As shown in Figure 3a, this com-
ponent presents the actual target performance metrics (i.e.,
CPU) in the blue line, the predicted performance metrics by
the performance model in the red line, and the prediction
errors (i.e., calculated by the absolute difference between
actual and predicted performance metrics) in yellow bars;
2) Visualization of the baseline approach’s result. As shown
in Figure 3b, this component visualizes the performance
regression root cause located results from the baseline ap-
proach including effect size, effect size category, whether it
is faster or slower in the new version compared to the old
version for each URL; 3) Visualization of our approach’s
result. As shown in Figure 3c, this component presents the
results of locating performance regression root cause which
include a list of URLs, and for each URL we also show the
corresponding effect and the ID of associated code changes
(i.e. ”RELATED CHANGESET”) during the release period.
If we cannot find code changes that are associated with the
URL, we then mark it as ”n/a”. Components 2) and compo-
nent 3) also indicate the release date information of the old
and new versions in columns ”OLD VERSION START”,
”OLD VERSION END”, ”NEW VERSION START” and
”NEW VERSION END”. In summary, we have a sugges-
tion for developers that an interactive visualization is crucial
for the successful transfer of research into practice.�

�

�

�

Finding an optimal balance between the monitoring
accuracy and the monitoring overhead is crucial to the
adoption of our approach in practice. In addition, visual-
izing the working mechanism of our approach improves
the understandability and usability of our approach.

9 THREATS TO VALIDITY

This section discusses the threats to the validity of our study.
External validity. In our approach, we target locating perfor-
mance regression root causes for just the web-based systems
for the following considerations: first, the state of practice
is an important starting point that motivates our study
and the studied industrial system (i.e., ES) is a commercial
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(a) Visualization of CPU prediction error

Anonymized URL

Anonymized URL

Anonymized URL

Anonymized URL

Anonymized URL

Anonymized URL

(b) Visualization of the baseline approach’s result

Anonymized URL Anonymized Changeset

Anonymized URL

Anonymized URL

Anonymized URL

Anonymized Changeset

(c) Visualization of our approach’s result

Fig. 3. Screenshot of our Elastic Stack unified management platform

Note 1: Our approach locates 4 instead of 394 performance regression root causes.
Note 2: The URL and related changeset are known to the authors, but are anonymized due to the NDA.

web-based software system that is developed with .NET
framework and deployed in the Microsoft IIS (Internet Infor-
mation Services) web server; second, the system access logs
are the minimum requirement in our proposed approach as
such access logs represent the workload of the web-based
system during a period of execution; last but not least,
unlike other systems (e.g., mail server applications), the web
servers in which the web-based systems are deployed, such
as Jetty, Tomcat, and IIS web servers, are able to automati-
cally generate the system access logs during system runtime.
More investigation and studies on locating performance
regression root causes on other types of systems is in our
ongoing future work.

Our study is only conducted on one industrial system
(i.e., ES) and three open-source projects (e.g., TeaStore, Open-
MRS, and CloudStore). The three open-source projects are
all benchmark systems and they do not aim to demonstrate
the quality of the development process, thus, there may be
performance issues in the system, but these issues are not
indicated in the development history. Since we do not have
the evidence of historical performance regressions of specific
versions via checking the system version history, we manu-

ally injected four types of synthetic performance regressions
that are described in Section 6. Although the practice and
results from the industrial deployment of our approach can
compensate for the open-source experiments for demon-
strating the effectiveness of the proposed approach, more
case studies on other software systems with other types of
performance regressions can benefit the evaluation of our
approach.

Construct validity. In our work, we use traditional system
monitoring tools (e.g., pidstat) to collect the system runtime
performance data (e.g., CPU usage). The quality of the
recorded system performance data may be a threat to the
construct validity of this study. Besides, we use the CPU
usage as our performance metric to locate performance
regression root causes since in the case of our industrial
system and the studied open-source systems, CPU usage
is the main concern in performance regressions. However,
our approach is not limited to the performance metric of
CPU usage. Evaluation with more performance metrics may
lead to a better understanding of the applicability of our
approach. Similarly, practitioners can consider other per-
formance metrics that are appropriate in their own context
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while applying our approach to solve their problems.
Internal validity. Our approach captures the relationship
between the system runtime activities and the measured
performance of a system. In order to achieve that, we utilize
machine learning techniques to model such a relationship.
Although our models achieve a good fit, we admit that the
relationship between the runtime activities recorded in the
logs and the measured system performance does not neces-
sarily suggest a causal relationship between them. Another
threat to the validity of our work is that in the experiments
of open-source subjects, the locations in the system source
code where we inject the synthetic performance regression
are arbitrarily chosen without the preference for any specific
locations (i.e., to avoid the bias that may be introduced by
injecting performance regressions in a particular location).
However, such arbitrarily determined injected locations
in the source code are selected through an unsystematic
manual process, therefore, they may still be influenced by
subjective factors. To mitigate this threat, we opt to sepa-
rately inject each synthetic performance regression in four
different arbitrarily selected places in the source code, which
makes up a total of 16 different versions with performance
regressions per open-source system.

Our approach aims to automatically locate the root
causes of performance regressions while without the need
for performance testing (i.e., requiring just the field-
operation data of software systems). However, since the
software systems are already running in the production
environment, if the version of deployed system indeed has
performance regressions and run in the field for hours or
days before discovering these performance regressions, the
delay in locating the performance regressions root causes
may potentially pose an adverse impact (e.g., higher re-
source utilization, slow user response, and even financial
losses) on the end users and the company. In addition, we
are aware that if a new version has fundamentally different
features (i.e., different types of runtime activities) that do
not exist in the old version, the model constructed on the
old version would not have the knowledge about the perfor-
mance impact of the new features, making it impractical to
compare performance models between these two versions.
Hence, our approach is not applicable to locate root causes
of performance regressions introduced by the features that
only exist in the new version.

10 CONCLUSIONS

In this paper, we provide an experience report on the
challenges and lessons learned from designing and adopting
our automated approach for locating performance regres-
sions root causes in practice. Our approach uses the readily
available web-access logs (by default generated by the web
servers) and performance metrics that are directly generated
when the system is running in the field (i.e., interacting
with end users) without the need of time and resource-
consuming in-house performance testing. In particular, our
approach relies on machine learning models and statistical
techniques to identify the factors that contribute to the dif-
ference between the models built on two software releases.
By evaluating our approach on three popular open-source

projects (i.e., TeaStore, OpenMRS, and CloudStore) and apply-
ing our approach on a large-scale industrial system (i.e., ES),
we find that our approach can successfully locate the root
causes of both the arbitrarily injected synthetic performance
regressions in the open-source systems and the real-world
performance regressions in a large-scale industrial system.
We believe that our approach and documented experience
can benefit both practitioners and researchers on the use
of field-operation data as a main source to conduct perfor-
mance assurance activities during their fast-paced software
development and releasing cycles.
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[90] P. Stefan, V. Horký, L. Bulej, and P. Tuma, “Unit testing
performance in java projects: Are we there yet?” in Pro-
ceedings of the 8th ACM/SPEC on International Conference
on Performance Engineering, ICPE 2017, L’Aquila, Italy,
April 22-26, 2017, W. Binder, V. Cortellessa, A. Koziolek,
E. Smirni, and M. Poess, Eds. ACM, 2017, pp. 401–412.

[91] M. D. Syer, Z. M. Jiang, M. Nagappan, A. E. Hassan,
M. N. Nasser, and P. Flora, “Leveraging performance
counters and execution logs to diagnose memory-related
performance issues,” in 2013 IEEE International Confer-
ence on Software Maintenance, Eindhoven, The Netherlands,
September 22-28, 2013. IEEE Computer Society, 2013, pp.
110–119.

[92] H. Thaller, L. Linsbauer, A. Egyed, and S. Fischer, “To-
wards fault localization via probabilistic software mod-
eling,” in IEEE Workshop on Validation, Analysis and Evo-
lution of Software Tests, VST@SANER 2020, London, ON,
Canada, February 18, 2020. IEEE, 2020, pp. 24–27.

[93] J. von Kistowski, S. Eismann, N. Schmitt, A. Bauer,
J. Grohmann, and S. Kounev, “TeaStore: A Micro-Service
Reference Application for Benchmarking, Modeling and
Resource Management Research,” in Proceedings of the

26th IEEE International Symposium on the Modelling, Anal-
ysis, and Simulation of Computer and Telecommunication
Systems, September 2018.

[94] F. Wilcoxon, “Individual comparisons by ranking meth-
ods,” Biometrics Bulletin, vol. 1, no. 6, pp. 80–83, 1945.

[95] W. E. Wong, V. Debroy, R. Golden, X. Xu, and B. M. Thu-
raisingham, “Effective software fault localization using
an RBF neural network,” IEEE Trans. Reliab., vol. 61, no. 1,
pp. 149–169, 2012.

[96] W. E. Wong and Y. Qi, “Bp neural network-based effective
fault localization,” Int. J. Softw. Eng. Knowl. Eng., vol. 19,
no. 4, pp. 573–597, 2009.

[97] M. Woodside, G. Franks, and D. C. Petriu, “The future of
software performance engineering,” in Future of Software
Engineering (FOSE’07). IEEE, 2007, pp. 171–187.

[98] F. Wotawa, M. Stumptner, and W. Mayer, “Model-based
debugging or how to diagnose programs automatically,”
in International Conference on Industrial, Engineering and
Other Applications of Applied Intelligent Systems. Springer,
2002, pp. 746–757.

[99] P. Xiong, C. Pu, X. Zhu, and R. Griffith, “Vperfguard:
An automated model-driven framework for application
performance diagnosis in consolidated cloud environ-
ments,” in Proceedings of the 4th ACM/SPEC International
Conference on Performance Engineering, 2013, p. 271–282.

[100] Y. Xu, N. Chen, A. Fernandez, O. Sinno, and A. Bhasin,
“From infrastructure to culture: A/b testing challenges
in large scale social networks,” in Proceedings of the 21th
ACM SIGKDD International Conference on Knowledge Dis-
covery and Data Mining, 2015, p. 2227–2236.
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